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Produce big data 
sets – millions of 
frames of atomic 

coordinates

Typically systems 
with ~million atoms 
(90% water) and can 

sample up to 
milliseconds of 
biological time20 ns of the protein simulation

Motivation: reduce complexity of MD simulations 

Run highly parallel 
simulations on 

supercomputers / 
GPUs



Network of states with transition probabilities

Voelz et al., JACS 2012 134 (30), 12565-12577 



The Problem: 
  

To find highly populated conformational states of the protein

MD simulation with ~ 1 million structures
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The number of clusters (conformational states) is not known



Create a feature vector for every structure
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115-dimensional space



Machine learning to reduce dimensions: from 115 to 2

Several techniques used: 

1. Autoencoder neural network


……

2. Principal Component Analysis

3. Multidimensional Scaling

4. t-distributed Stochastic Neighbour 

Embedding

5. Uniform Manifold Approximation 

and Projection
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Defining conformational states of proteins is a difficult and increasingly common

problem:

Ø Direct observation of transitions between different states is a necessary step

for building Markov State Models of proteins.

Ø Intrinsically disordered proteins (IDPs) lack a unique native three-dimensional

structure, and instead have a structural ensemble consisting of many

interconverting conformational states. As such, large data sets are used to

represent conformational ensembles of IDPs, which create major challenges

for researchers in the field.

Unsupervised Machine Learning is a quantitative approach that is used to extract

meaningful information from large data sets, however the quality of such analysis

highly depends on the proper choice of algorithms and their parameters.

For example, conventional clustering methods used to analyze molecular
dynamics (MD) trajectories require specification of the number of clusters. This

parameter is often unknown in advance and is the quantity of interest itself. The

number of clusters is an approximation to number of conformational states since

geometrically and energetically similar structures share the same conformational

states.

The goal of the project is to develop a methodology to obtain an accurate
and easy to use description of the conformational space of a protein from
its MD trajectory.

Motivation

ABSTRACT: Molecular dynamics (MD) simulations of proteins produce large data sets - long trajectories of atomic coordinates - and provide a representation of the sampling

of a given molecule’s structural ensemble. A deep quantitative analysis using advanced machine learning techniques is a means to interpret MD trajectories. To visualize the

conformational space of the molecule and properly identify conformational states, we suggest combining clustering methods and dimensionality reduction algorithms. We

investigate different choices of features to represent individual structures, clustering algorithms, similarity metric, and methods to assign the number of clusters.

To validate the approach we performed a blind experiment, where procedure was

applied to an MD simulation (with 785,612 frames) of the chignolin protein (Fig.
1a), for which conformational states are known.[1]

The first step is to investigate the choice of features for analysis. Features are

numerical vectors describing each individual protein structure in the ensemble.

Ø Positions of protein atoms are represented as 3D vectors of x, y, z

coordinates.

Ø Features must be invariant to translations and rotations.

Ø Features should account for the energy of conformations (i.e. include

information about contacts).

The best choice – pairwise distances between backbone and side chain atoms of

non-neighbouring amino acids (Fig. 1b). Distances were computed between the

closest heavy atoms of the residues, which for this 10-residue protein is 115

components.

1.	Choice	of	features

Fig.1:	(a)	Structure	of	chignolin	used	for	analysis.	Different	residues	are	shown	in	different	colors;	(b)
Construction	of	feature	vector:	pairwise	distances	between	non-neighbouring amino	acid	side	chain	and	
backbone	atoms	are	the	components	of	115-dimensional	vector.
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Fig.	2:	(a)	Architecture[6] of	the	autoencoder neural	network	used	for	dimensionality	reduction;	(b)	Two-
dimensional	embedding	of	the	115-dimensional	conformational	space	obtained	with	autoencoder.
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Results: clustering
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Clustering in reduced dimensions
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Conclusion & future directions

1. This approach (dimensionality reduction + clustering) helps to characterize conformational 
states of proteins


2. Large data-sets require a lot memory usage and parallel algorithms - HPC clusters will help


3. Next step is to find transition probabilities between states


4. Plan to develop methodology for a special type of proteins - Intrinsically Disordered proteins


