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Illustration: example of 2D & 3D flow problems 

3D Non-Hydrostatic  

Model 

2D (Non)-Hydrostatic 

Model 

Vertical mixing problem 
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Domain decomposition: between nodes – MPI   

* (High resolution) real topography in Glasgow, UK 
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Domain decomposition: inside a node – OpenMP  

0 

Helping ease the compiler to exploit the instruction pipelining and parallelisation – and proposing a 

weighted dynamic load balancing strategy due to wet-dry problems. 

Ginting & Mundani (2018) – under review     and     Ginting et al. (2018) – accepted 

• A cell-edge reordering strategy is 

proposed 

• Helping ease the compiler to exploit 

the instruction pipelining and 

parallelisation 
Ginting et al. (2018)2 – accepted 

 

• A weighted dynamic load balancing due 

to wet-dry problems is proposed 

 Ginting & Mundani (2018)1 – under review 
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Strong scaling 

Ideal NUFSAW2D
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Performance metric - weak scaling 

NUFSAW2D

Results 

up to 3.6 million cells or 7.2 million edges 
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My in-house code 

“NUFSAW2D” 

 written in Fortran 

 cell-centred finite volume method 

 2nd order spatial MUSCL method 

 Roe, HLLC, central-upwind, and artificial viscosity schemes 

 turbulence model depth-averaged κ – ε & algebraic stress models  

 1st Euler time stepping or 2nd, 3rd, 4th order Runge-Kutta scheme  

 hybrid parallelisation technique: OpenMP + MPI 

My in-house code 

“NUFSAW3D”  

in progress 

 Numerical 

simUlation of 

 Free surface 

 Sh 

 Allow 

 Water 
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