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Why multiple life sciences lectures? 
XSEDE usage over the past 7 days (prior to 2015 iHPC-SS)



GPU 
nodes



Last	7	days	on	XSEDE	resources	– May	22,	2017



…more recently…





AMBER 
(Cheatham) 
ambermd.org

vs.GROMACS 
(Lindahl) 

gromacs.org

history, code development, philosophy, 
approach, synergies, differences, 

challenges, futures, lessons learned

http://ambermd.org
http://gromacs.org
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What do we want to do?  Accurately model 
the structure and dynamics of molecules in 

their native environment 
(i.e. follow the motions of the atoms subject to an energetic 

potential or “force field” as a function of time…)



Accurate modeling of molecules requires: 
  accurate and fast simulation methods  
  validated RNA, protein, water, ion, and ligand “force fields” 
  “good” experiments to assess results 
  dynamics and complete sampling: (convergence, reproducibility) 

               Question: Is the movement real or artifact?



…is not new, 
has a rich history, 

and is largely solved (?)

 molecular simulation / molecular dynamics



Michael Levitt: ““It’s sort of nice in more general terms to see that computational science, 
computational biology is being recognized,” he added. “It’s become a very large field and 
it’s always in some ways been the poor sister, or the ugly sister, to experimental biology.”

9 October 2013

“for the development of multiscale models for complex chemical systems



Molecular simulations

Simulations

Extreme detail

Sampling issues?

Parameter quality?

Experiments

Efficient averaging

Less detail

Chemistrys -3 0-6-15 -12 -9 310 10 10 10 10 10 10s s s s s s
Where we 

want to be

BiologyPhysics

Where we 

need to be

Where we are

-9 -6 -3 0 3



Larger machines have 
mostly enabled larger 

systems, not longer 
simulations

When we started, programs 
could use O(10) cores

How do we develop these codes 
and problems to use O(10,000) cores?



are the force fields reliable? 
(free energetics, sampling, dynamics)

en
er

gy

“reaction coordinate”

Computer power?

experimental ☺

vs.

Short simulations stay near experimental structure; 
longer simulations invariably move away and often to 

unrealistic lower energy structures…



amber
~1978 - present

Assisted Model Building with Energy Refinement



amber
~1978 - present

code   vs. force field
the setup and 

calculation 
engines

the parameters 
and potentials

Assisted Model Building with Energy Refinement



amber
~1978 - present

code   vs. force field
the setup and 

calculation 
engines

the parameters 
and potentials

• not really a professional code (some experts, some beginners) 
• not really software engineered (parts were, like GPU code, optimizations) 
• it is continually evolving; one of the first “community codes”… 
• development efforts are not directly funded (except maybe GPU)

Assisted Model Building with Energy Refinement



amber
~1978 - present

code   vs. force field
late 60’s: CFF (consistent force field) + early code 

       {Warshel, Levitt, Lifson} 

1978: Bruce Gelin thesis @ Harvard {Karplus}

Amber 1.1, 1981 
(minimization only, f’’)GROMOS CHARMM ENCAD Discover

Amber 2, 1984 
(+ dynamics) NAMDGROMACS

Assisted Model Building with Energy Refinement

first protein 
simulation ~1975

first nucleic acid 
simulation in H2O ~1985



1990-1994: SPASMS

1989: amber3a 

 1991: amber4.0

code cleanup, bug fixes 
       increased performance, portability 
 vectorization, || on hypercube, 
 shared memory 
 Intel Paragon 1/3 speed of Y-MP

? 
(blue matter) 

~2004

1986: amber3
ΔG, QM/MM, non-additivity

amber
TIMELINE

NMR refinement, normal modes, ΔG 
serious code bifurcation 

|| message passing 
(TCGMSG, PVM, MPI, …)

1994: amber4.1
particle mesh Ewald ☺ 

more shared memory, MPI only 
#ifdef MPI

Special purpose? 
MD-GRAPE 

SFE, Tera, …



roar

rdparm, ptraj 
  CPPTRAJ

sleap, gleap, ???

dead

incorrect #’s

…evolution of AMBER 4.1 codes



roar
rdparm, ptraj 
  CPPTRAJ

sleap, gleap, ???

dead

incorrect #’s

Lessons 
• simplify, make portable 
• reuse 
• if development stops, code dies 
• replace functioning code with new code most often fails

…evolution of AMBER 4.1 codes



early days: ftp repository, makefiles (many), MACHINEFILE 

4.1-7.0:  CVS, C memory allocation move to F90, makefiles 
  compile script recognizing MACHINEFILE 
  (fight w/ compiler for giganet vs. myrinet vs. …) 

8.0: (2004) introduce fast engine pmemd, configure scripts 

simplify, unify (as machines are becoming homogeneous) 
drop vectorization, drop shared memory, drop machine specific opts

focus on fewer compilers: gnu, intel, pgi, pathscale 
minimize #ifdefs to infrequently used code paths

~1995-2005: homogeneous hardware, standard MPI ||

optimize ||
accelerators special 

purpose

floating point precision: single vs. double vs. mixed/fixed

…to present day…



early days: ftp repository, makefiles (many), MACHINEFILE 

4.1-7.0:  CVS, C memory allocation move to F90, makefiles 
  compile script recognizing MACHINEFILE 
  (fight w/ compiler for giganet vs. myrinet vs. …) 

8.0: (2004) introduce fast engine pmemd, configure scripts 

10.0: (2008) AmberTools (open source), OpenMP 
  separate configure for AmberTools, sander, pmemd 

11:0: (2010) git tree, full F90, make depend 

12.0: (2012) Unified “configure” script, easy compile, … 
  !!! automatic bug patching !!! 
14.0: (2012) GPU 1.23x, multi-GPU on node ||, …

simplify, unify (as machines are becoming homogeneous) 
drop vectorization, drop shared memory, drop machine specific opts

focus on fewer compilers: gnu, intel, pgi, pathscale 
minimize #ifdefs to infrequently used code paths

Challenge: building/patching 
the code!



AMBER 18 (released ~May 2018)



K80

Titan Z
Titan Black

TitanXP 646 ns/day

more timings at ambermd.org 

http://ambermd.org


are the force fields reliable? 
(structure, dynamics, free energies) 

can we fully sample the 
conformational ensemble? 

(convergence, reproducibility)

en
er

gy

“reaction coordinate”

Computer power?

experimental ☺

vs.



How to fully sample conformational ensemble?

fs                ps                 ns                 µs                 ms                   s

brute force – long contiguous in time MD 
requires: special purpose / unique hardware 

          D.E. Shaw’s Anton machine 

16 µs/day!



How to fully sample conformational ensemble?

fs                ps                 ns                 µs                 ms                   s

brute force – long contiguous in time MD 
requires: special purpose / unique hardware 

          D.E. Shaw’s Anton machine 

16 µs/day!

fs     ps      ns  

ensembles of 
independent 
simulations 

AMBER on GPUs

646 ns/day! 
TitanXP

Markov, replica exchange, swarms, …



2 ns intervals (10 ns running average), render every 5th frame: ~10 us total time

d(GCACGAACGAACGAACGC) – Anton vs. GPUs

Convergence, force field and salt dependence 
in simulations of nucleic acids



How to test for convergence between two simulations? 

• Aggregate independent runs into a single trajectory 
• Calculate principal components and/or clustering 
• Project principal components independently on each separate run, 

compare cluster populations between individual runs 
• Visualize results 

                         

2013



Test for convergence within and between simulations…



Test for convergence within and between simulations…



If we cannot scale to larger machine (more cores), 
couple independent MD simulations: i.e., use ensembles 
(replica exchange, || tempering, Markov State modeling, …)

independent || 
MD engines

…

…

exchanging information 
(e.g. T, force field, pH, …)



! o  All MPI communications should be done using the new  
!    communicators rather than MPI_COMM_WORLD.  A number 
!    of new communicators are defined: 
!     CommSander  -- communications within a given sander job 
!                    (replaces MPI_COMM_WORLD) 
!     CommWorld   -- communications to ALL processors across 
!                    multiple sander jobs 
!     CommMaster  -- communications to the master node of each 
!                    separate sander job each has corresponding 
!                    size and rank, 
!                    i.e. MasterRank, MasterSize 

   CommWorld = MPI_COMM_WORLD 
   call mpi_comm_rank( CommWorld, worldrank,  ierror ) 
   call mpi_comm_size( CommWorld, worldsize,  ierror ) 
   call mpi_barrier( CommWorld, ierror )



CommWorld

…

…



…

…

CommSander



…

…

CommMaster



! Create a communicator for each group of -ng NumGroup processors 

   commsander = mpi_comm_world 
   sandersize = worldsize 
   sanderrank = worldrank 
   nodeid = mod(worldrank, numgroup) 
      if (numgroup > 1) then 
      commsander = mpi_comm_null 
      call mpi_comm_split(commworld, nodeid, worldrank, & 
            commsander, ierror) 
      if (commsander == mpi_comm_null) then 
         if (worldrank == 0) then 
            write(6,'(a,i5,a,i5)') 'Error: NULL Communicator', & 
                  ’ on PE’, worldrank, ' from group ', nodeid 
         end if 
         call mexit(6,1) 
      end if 
      call mpi_comm_size(commsander, sandersize, ierror) 
      call mpi_comm_rank(commsander, sanderrank, ierror) 
   end if



 !  Define a communicator (CommMaster) that only talks between the local 
 !  "master" in each group.  This is equivalent to a SanderRank .eq. 0 

   masterid = 0 
   masterrank = MPI_UNDEFINED 
   mastersize = 0 
   if (numgroup > 1) then 
      commmaster = mpi_comm_null 
      if(sanderrank /= 0) then 
         masterid = MPI_UNDEFINED 
      end if 

      call mpi_comm_split(commworld, masterid, worldrank, & 
            commmaster, ierror) 
      ! will this be emitted when using the default MPI error handler ? 
      if (ierror /= MPI_SUCCESS) then 
         write(6,*) 'Error: MPI_COMM_SPLIT error ', ierror, & 
               ' on PE ', worldrank 
      end if 

      if(commmaster /= mpi_comm_null) then 
         call mpi_comm_size(commmaster, mastersize, ierror) 
         call mpi_comm_rank(commmaster, masterrank, ierror) 
      end if 
   end if



Can converge r(GAAC) in 1 day, a tetraloop in ~1-2 weeks!! 

Production MD is no longer rate limiting step in workflow!

Setup, analysis, data management, …

Needs: 
• ensemble management tools 
• workflow tools 
• data management solutions 
• means to compare and share research results and codes 



BW PAID & CPPTRAJ developments
(1) Ensemble processing (in || with MPI) – M-REMD

• convergence, reproducibility

(2) MPI over file / intra-file level parallelization

(3) OpenMP for computational intensive analyses
(4) CUDA for time-consuming distance calculations

• Supports general datasets: 1D, 2D, …
• Interactive analysis on large memory resources

• [energetic analyses]

• support for more file formats (should add Desmond)

le
ve

ls
 o

f p
ar

al
le

lis
m



- Do not move the data (?) 
- Tiered resources 
- Persistent storage 
- Re-running the simulations

Solutions?  Analysis “on the fly…” 
[ & more coarse-grained sampling ] 

+ workflow tools for ensembles

Peta- or exa- scale science: the problem will only get worse!

…what will we miss?  Can we only get low hanging fruit?



final thoughts (tec3) 
• code development / optimization never stops 

• practice good code / software engineering practices 

• being able to code increases potential career opportunities 

• GPUs (openACC vs. CUDA vs. multi-node) 

• convergence, reproducibility, reliability, validation 

• collaboration 

• source code (and parameters) should be publicly available 

• machines do not evolve to improve our performance, we need to evolve 

algorithms to the machine given to us…


