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EXCITING NEW OBSERVATIONS

In situ measurements of plasma turbulence at various scales!
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THE SOLAR WIND AS PLASMA
TURBULENCE LABORATORY
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KINETIC SIMULATIONS (GENE CODE)

2 LY ' L R P
& 10 - | i
@ 1 . : g
c 10 L . : | o
@ 0 SENERRAAL "‘Hflu," x . .Ql
c 10 N 7 qrl‘ - - 'l
210" : R SRR ™
B . o fB=T/T.=1 Ry T £
g 10. | " 'e E ""“" : I ‘
3 O . M
> 10 Largest such simulation to date !
5 10* 5 5
O 5 k~1.87 ' k"3-17 : k"‘z'll
& 10 : :
£ 10° f =+ CESN we kg
5107 = E. T
z 1 ll) L 1 1 lll
0 1
Told et al., PRL 2015 10 10

Perpendicular wavenumber k, p.



"
WHY DO WE CARE?

Examples:
* heating of solar corona and wind
* radiation from our Galactic Center:

~ 10 light-years

LS

Chandra X-ray image
of our Galactic Center
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Fusion energy in the news
(just two examples)

www.physicst @ayorg

_. ' A publication of the American Institute of Physics
October 2015 volume 68, number 10
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Turbulent fusion plasmas: ITER

ldea: New source of CO, free energy for centuries to come

Deuterium

Magnetic
confinementin
a large tokamak

Goal: 500 MW
of fusion power
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ITER CONSTRUCTION SITE IN
SOUTHERN FRANCE
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The resources for fusion energy
are practically unlimited

Deuterium in a bath tub full of water and Lithium in a used
laptop battery suffice for a family over 50 years



Extreme computing

with the GENE code
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3 key challenges for fusion physics

SMALL-SCALE INSTABILITIES: controls
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HUGE RANGE OF SPACE-TIME SCALES
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incl. High Performance .
Computing and Data Analytics
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Kinetic description required

Weakly collisional system: 6D Viasov-Maxwell equations

%+V-Vfﬁ+q—“{E+VXB

ot Ma

] -Vufa =0 a=particle species
fo = fa(x,v.1) ...from the Liouville equation via the BBGKY hierarchy
Strong background magnetic field:

Eliminate fast gyromotion; consider
slow dynamics of guiding centers

f=fK v mit)
of , < Of , . Of
GYROKINETICS ¢ + X + Y| av" 0
Brizard & Hahm 2007
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The gyrokinetic GENE code (enko+ PoP 2000)

« Modes of operation: http://genecode.org GENE on top-level HPC resources

 delta-f & full-f (gradient-driven, flux-driven) s;nAlgelg §1 c|>utA of 68 pcr;opl)loséaolj, (i)n
* flux-tube & full-flux-surface & full-torus arly Access Call (2010)

‘?&w
PRACE
* Unique combination of various FDM, FEM, INCITE

and spectral methods (CFD
P ( ) First grid-based (gyro-)kinetic code

: : . to receive an INCITE Award (2016)
« Comprehensive physics: kinetic electrons,

electromagnetic effects, collisions, realistic
MHD equilibria, electron-scale turbulence...

Strong scaling of GENE on BlueGene/P
10 — .

ideal scaling

" measured times

 Publicly available, world-wide user base
from 30+ scientific institutions

Time per timestep

o . Linearscaling from
Output to date: >150 papers (>20 PRLs) B5536 10 262144 cores
0.1 L - - - -
. 16384 32768 65536 131072 262144
 Scales well on many leading HPC systems No. of cores

Gyrokinetic Electromagnetic Numerical Experiment
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Some computational challenges

GENE runs are compute intensive; large individual
runs may require up to tens of millions of core-hours

« Large runs use many billion grid points and require
many TB of short-term storage

« Many different HPC platforms are used in parallel

 GENE has been ported to GPGPU systems like Titan
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GENE parallelization

Parallelization/optimization strateqy:

- R —
- 6-dimensional domain decomposition
- either pure MPI or mixed TE Ml
MP1/OpenACC paradigm R

- optimal subroutines and processor 7

Im(A A

—-0,006 -—0,004 —0,002 0,000 -32 —24 -16 -8 0

layout determined during initiali-
zation phase (a la FFTW)
- time step Is chosen in optimal way

H. Doerk and F. Jenko, St v T e
Computer Physics Communications 185, 1938 (2014)



Strong scaling of GENE code on Titan

Speedup w.r.t 2048 nodes

genecode.org

#3 in the topéO )

Speedup

1 | ‘
2048 4096 8192 16384
number of Titan nodes (16 CPU cores+1 GPU)

Parallel performance of the GENE code on Titan: Strong scaling from 2k nodes
to 16k nodes (corresponding to ~90% of the machine)
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Pioneering GENE triple-scale
simulation of a TCV. discharge,
from system size to ion gyro-
radius to electron gyroradius
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TOWARDS A “VIRTUAL" TOKAMAK

Goals: prepare and interpret ITER discharges, guide the development of power plants

Increasing fidelity & modeling capability with increasing computing power
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Interface

NS  >
Gigaflops Teraflops Petaflops Exaflops Beyond
Core: ion-scale Core: adding Core: adding Core-edge coupled | | Whole device
electrostatic kinetic electron electron-scale studies of whole- modeling of all
physics in electromagnetic physics device ITER, incl. relevant fusion
simplified physics in a torus turbulence, MHD science
geometry Edge: adding instability, fast

Edge: ion+neutral
electrostatic
physics in a torus

D@

kinetic electron
electrostatic
physics

particles, heating,
and plasma-wall

| interactions

Acknowledgements: ECP
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ECP Timeline USA: Exascale Computing Project

https://exascaleproject.org
The Project has three phases:
* Phase 1 — R&D before DOE facilities exascale systems RFP in 2019
» Phase 2 — Exascale architectures and NRE are known. Targeted development
» Phase 3 — Exascale systems delivered. Meet Mission Challenges

Application Development

<

FY 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026

-\

EXASCALE
( \) —) COMPUTING

18 Exascale Computing Project \\ PROJECT
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Step-wise approach to

kinetic-based whole device modeling

— |—| Plasma-Material Interaction
Integration Framework _..<
/ S o = .
%8 o |€— | RF & Neutral Beam Heating
—|gz|,
550 MHD | | Energetic particles
GENE < 32 9
(structured <« | 28 £ [« | Equilibrium Reconstruction
core grid) %gg d
>
<«—| € [*—| Ohmic transformer circuit
XGC (unstructured
whole-volume grid) a Multiscale time integration for
experimental time-scale modeling

15t step 2 step
* Build an integration framework that « Expand the integration framework to a
can service tight-coupling of the living whole-device modeling
GENE and XGC - Serve both tight and loose
- Demonstrate the scalability and couplings

portability of the integration framework  + Adapt to the moving hardware &
on current leadership class HPCs software targets toward exascale



Beyond “brute force”
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Sparse grid combination technique

Cartesian grid Resolution:
*Regular data structure 33 grid points
*Huge number of grid points for per dimension

high-dimensional problems

y £ g : ity Cartesian grid 1,089 39,135,393
r Imensional
curse o ensionaiity Combination tech. 641 206,358
Combination technique
m  (Good approximation of the +
Cartesian grid solution
m smaller number of grid points
m existing code (GENE) can be
used more or less as is —

m applicable to other high-
dimensional grid-based
problems
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A new level of parallelism

Dual parallelism ! 89s ! . 68s + 120+

m Independent grid setups from the
combination technique + massively
parallel GENE runs

m Run times of the instances tend to A
vary strongly

121 2bs

Optimize the load balance

time

m A simple load-model estimates the
runtime required for each grid

m A scheduler creates an optimal load
balancing to minimize idle cores

Node 1 Node 2 Node 3
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Spin-off: Algorithmic fault tolerance

Hardware failures (10°7 cores)

m [he whole simulation has to be +
restarted from the last checkpoint

file

mIn the combination technique, only

a single GENE instance would crash c—

Two ways to handle the failure $e e e e soeieiey
St bt

mThe combination technique o anananandB aaasas :

recovers an approximation SRanEnanIRSRanenan

mOnly a single GENE instance is
rerun — which is much smaller than

the full problem Such techniques may be very useful

on future exascale architectures



Some practical

challenges
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Building an international user base

« Developing a cutting-edge code like GENE requires many
man-years and a lot of endurance

« Much work went into making the code user-friendly
 Release versions of the code are distributed via a website

« The code comes with documentation (50-page manual
and 50-page tutorial)

« Alot of time and energy also goes into direct user support

« This is a service to the community, with costs and benefits



Diagnostics Tool

Output: GENE

GENE diagnostics

data path:
output path:

runs:
start time:
end time:

sort methods

particle species

- B X
’Sgpf‘s/hlrhﬁ tmpl ’ tmp2 ‘
’: default: output
95 show series info

show reference values

42, G
1 i _| resolve
U2,344434  last S

b [sparse factor: |1
normalize to

RO —

geometry ‘ profiles ‘
show nrg data ‘

output format

Ve | data: ASCI ||
i m_i — | data: HS J
H _| postscript
0 P ]
mom ] chpt ] mom global] scan ] nrg ] vsp ]
=
mode var res ps2png == S ‘
? | Ballooning modes of f = = load form ‘
? | B_perp = = = - save form ’ ves @S ‘
? | Contour plots of f of f of f == clear form ‘
? | Correlations {x/y,t) of f - =
? | Flux spectra (ky/kx} of f off == = == == show variable list ‘
? | Parallel flux profiles = = - - - -
? | Frequencies of f off == =
? | Cross phases on off - recent H3 ‘ HS files ‘
? | Probability distributions - = recent ps ’ ps files ‘
? | Slices 0 -2 1 = on o
exit ‘




The need for version control

*Keep track of changes(!) — even in single developer cases, e.g., for
more efficient bug hunting
* Avoid “destructive” interference between developers/developer groups:

 Iwousers read the some file  They both begin o edit their copies
Repository | Repository
A A
Sally Sally
Harry publishes his version first Sdly accidentolly overwrites Harry s version
R ry ; itory
A : A
EWJ Lmi
Harry Sally Sally

taken from: [Version Control with Subvers:on hh‘p //svnbook red-bean com]



In-Source-Documentation

*Even for single developers:
Try to add meaningful comments in the source code! There’s always
the possibility that your code shall be used/extended by other people
*OpenSource software tools like www.doxygen.org help to create a
HTML/PDF documentation:

(]

emacs@laptop-tbg B

File Edit Options Buffers Tools F90 Help

PHEOHHAD XDLD®E,SH
end subroutine finalize RK_coefficients

!>This routine is only a wrapper to avoid circular calls of the initialize RK_coefficients routine
!land compute_stability criterion

subroutine compute_dt_from_ev(ev,dtmax)
complex,intent(in):: ev
real,intent(out):: dtmax

© GENE11: RK_coefficients Module Reference - Konqueror
Fle Edit View Go Bookmarks Tools Settings Window Help

GV pv@ U > [[Filedrhomeltbgigenell/doc/src-doc/tmir _coefficients.html#abecccd75791 ddfoaoaf2fdfd619f8994 av] Al

call initialize RK coefficients subroutine RK_coefficients:compute_dt_from_ev ( complex,intent{in) ev,
call compute_stability criterion(ev,dtmax) realintentout)  dmmax

end subroutine compute dt from ev This routine is only awrapper to avoid circular calls of the initialize_PK_coefficients routine and compute_stability_criterion.

I1>Computes the criterion for neutral stability subroutine RK_coefficients::compute_stability_criterion ( complex,intent{in) cnum,

"N realintentiouy)  res

. . . . . . ) [private]

!'!IThe linearized GK equation for an eigenvector \f$|\lambda\rangle\f$ can be written §

I\f$\partial_t |\lambda\rangle=L|\lambda\rangle=\lambda |\lambda\rangle\f$ (L is the| |Computesihe criterionforneutralstabil

I\fs$\lambda\f$) the eigenvalue. The time evolution is approximated by a Runge-Kutta The linearized GK equation for an eigenvector |A} can be written as 9,|A) = L|A) = A|]A) (Lis the linear operator, \) the eigenvalue. The time evolution is approximated by a Runge-Kutta scheme,
11\f$|\lambda(t_0+\Delta t)\rangle=\sum n c_n \Delta t"n (\partial t*n [\lambda\rangl [Alto + A8) = 5, caldt? (7 N)]e, = 32, en At A"[A(ta)) , where the ¢, are the coefiicients of the dt expansion corresponding to the RK scheme. The system is neutrally stable if the amplitude of [A) remains

!'ldt expansion corresponding to the RK scheme. root of the polynomial corresponds to the stability interval on the imaginary axis (i.e. for advection problems) which is used for (approximate) dt estimates.
!'!IThe system is neutrally stable if the amplitude of \f$|\lambda\rangle\f$ remains co
PINF$|\sum_n c_n \Delta t”n \lambda”n|”2=1\f$. This is a polynomial equation in \f$(\ subroutine RK_coefficients:finalize_RK_coefficients ()
!''"The 1 on the right cancels with the n=0 contribution on the left, the remaining equ

11\f$(\Delta t \lambda)\f$ because the trivial solution © is not of interest. The remq | “rouineRK-coefficientsiinivalize RK_coefficients( )

!lorder (2*rkstages-1) with three (real) degrees of freedom: \f$\Delta t, Re(\lambda) Initializes the Punge-Kutta coefficients for the various schemes. The coefficients of the corresponding expansion in dt (RK_Taylor) can in principle be computed from the Butcher coefficients, but this is notimplemented, so

that they have to be given explicitly.

I'"\f$\lambda\f$ is specified, the (maximal) \f$\Delta t\f$ can be computed, if \f$\De
!lspecified, the root of the polynomial corresponds to the stability interval on the

N J constant,ie. if | 3, o At"A"[2 = 1. This is a poynomial equation in (AtA). The 1 on the right cancels with the n=0 contribution on the left the remaining equation can be devided by (AtA) because the trivial solution 0 is
!!"\sum_n c_n \Delta t”n \lambda”n |\lambda(t_0)\rangle\fs, where the \f$c_n\f$ are th not of interest. The remainder is a polynomial of order (2*rkstages-1) with three (real) degrees of freedom: At, Re(A), Im()). If  is Specified, the (maximal) A can be computed, if At = 1, Re(A) = 0 are specified, the

A x

!''(i.e. for advection problems) which is used for (approximate) dt estimates. Variable Documentation
subroutine compute_stability criterion(cnum,res) 5

rk
complex,intent(in):: cnum — —
real,intent(out):: res i i ¢ i _rk
real:: re,im
:--- RK_coefficients.F90 61% L174 SVN-2461 (F90) — cid

logical RK_coefficientszexplicit_RK = .true.

logical RK_coefficientszimplicit_scheme = .false.

integer RK_coefficient

it_stats =0
logical RK_coefficientszlow_mem

real,dimension(2) RK_coefficientszrk_corr

<>
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Test Suite

* Even the most careful developer introduces bugs
... and often at places which you would never guess

*Hence, define a certain set of tests which
* is representative for your typical simulations
 checks the parallelization in different ways
 can be run in a reasonable amount of time
and which should be checked before every major commit and after
each port to a new machine/compiler (compiler bugs)!!

* The GENE-Test-Suite is a perl-based script:
« calling the code subsequently with either a default set of input files or
some special purpose set (like high-resolved simulations)
« comparing the output up to a certain accuracy (the machine accuracy
depends on the architecture!)
« monitoring the wall clock time to check the efficiency of the installation

(the parallelization is checked in GENE itself)



The future
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Big Data Meets HPC

Two recent waves of innovations affecting science (= main drivers
of the expansion of the role of the mathematical sciences):

High Performance Computing & Big Data

Currently, these themes are usually addressed rather independently —
but they are intrinsically linked:
 HPC needs Big Data for dealing with increasingly large data sets
v" Communication bottleneck on the path to exascale computing
v Develop novel ways of representing, reducing, reconstructing,
and transferring huge amounts of data (need new algorithms!)
- Big Data needs HPC for analyzing increasingly large data sets

v Data analytics becomes ever more compute-intensive

IPAM Long Program, UCLA (fall 2018)
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Two key challenges

Virtual fusion devices Space weather prediction
’“,sf*—' , ' ' ,'f:"'f Ve - \ \ Artist Rcendtitciiobn%f Eodlar Wind
: :'y'\ .I
Ny

Plasma turbulence:

Where fascinating physics, extreme computing, and global
challenges meet



