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Problem backeround

Laplace problem

Free surface BC

6=9¢, z=((z,1)

Domain Laplace equation

Vo400 =0, —h<z< C(z,t)
Bottom BC

9.0 +Vh-Vo, z=—h

q(x,t)

z=0

Spectral element discretization
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Serial scalability tests

Algorithmic Scalability Benchmarks

@ bcgs/mg
A begs/asm

e  Firststep to ensure
algorithmic scalability

begs/gamg
1000 & gmres/mg
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& gmres/gamg

e Using PETSc for parallel 0
implementation ;5;

o Testing different solver/pc
combinations
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Parallel scalability tests

Testing up to 40 cores
Problem is bound by
memory limitations

Best performance obtained
for a combination of
GMRES with Multigrid
preconditioning

Weak Scalability Benchmarks
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Conclusions and future work

e Validation against the exact solution
e (i00d algorithmic and weak scalability are achieved
through the GMRES/MG solver

In the future:

e Handle the matrix assembly in parallel to surpass
memory limitations

e Integrate the 2D solver in our spectral element
framework

e Perform tests on more difficult geometries, including
solid objects in the domain




