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Large-Eddy Simulations of the Atmospheric Boundary Layer

Abstract 

Studying the fundamental nature of turbulence in the first kilometer of the atmosphere requires 
integrating the Navier-Stokes equations, including conservation of mass. Large-Eddy Simulation (LES) is 
the appropriate numerical technique given the very high Reynolds number values that characterize the 
atmospheric flow, and hence the very large range of turbulent scales embedded within the flow. The 
numerical code uses a pseudo-spectral framework, where the horizontal directions are treated in Fourier 
space and the vertical direction in physical space. The code is highly parallelized with MPI/OpenMP 
using a state-of-the-art pencil decomposition technique.


This framework is used to develop a new understanding of the interaction between the atmospheric 
boundary layer and land surface heterogeneities needed, as the current parameterizations used in 
weather forecast models are struggling as the numerical resolution increases. The aim is to quantify the 
surface energy fluxes generated by land surface heterogeneities, develop new parameterizations, and 
determine the limitations of traditional point measurements versus spatially-distributed measurements in 
traditional field experiment applications. LES can also be used to study the evolution of flow 
characteristics in finite-sized wind farms, and understand the influence of the farm configuration on the 
regions of flow-adjustment and flow equilibrium. 
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Simulation of turbulent flow
What is turbulence (Kolmogorov): 

large collection of turbulent scales (time and space)
cascade of energy from large to small scales

This collection of scale make the simulations of 
turbulent flow too challenging of our computational 
resources. 

Governing equations: 
conservation of mass, filtered incompressible Navier-Stokes equations in 
rotational form, temperature transport equation (advection-diffusion)

Sub-grid model:
Lagrangian scale dependent dynamic models [1][2]

Pseudo-spectral method: 
• staggered grid in the vertical direction, 
• spectral in horizontal directions and finite differences in vertical direction, 
• dealiased using the 3/2-rule, 
• Thomas algorithm for pressure solver and
• Adams-Bashforth method for time advancement

Boundary conditions: 
• lateral: periodic boundary condition (from spectral treatment)
• top: stress free lid, non penetration and zero flux
• bottom: non penetration, shear and flux is imposed using the law of the 

wall corrected for temperature stratification and Monin-Obukhov.

Large-Eddy Simulation Framework
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Introduction - Motivation

Why studying turbulence? [Pope, 2000][Kolmogorov, 1968]

Kolmogorov, based on the idea
of Richardson (1922):

I collection of turbulent
scales

I universal nature

I inertial sub-range

Turbulence – Fall 2010 – EPFL R. Bou↵anais

Space & time scales of turbulence

Energy budget & energy cascade

Energy budget & energy cascade

� The global energy budget for the (total) flow:
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The universal nature of the power-law spectrum

E(k) = CK "2/3k�5/3

CK is the Kolmogorov constant,
" is the dissipation rate of kinetic energy and,
k is the module of the wave-number.
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resolved modeled

Large-Eddy simulation (LES)
large structures of the flow are 
resolved
small structures and dissipation 
are modeled
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Hybrid MPI/OpenMP parallelization using a pencil decomposition 2DECOMP & FFT library [1]
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[1] Li, N. & Laizet, S., 2010. 2DECOMP & FFT-A Highly Scalable 2D Decomposition Library and FFT Interface. Cray User Group 2010 conference, pp.1–13.

ũn+1
i = ũ⇤
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� ũj

t
�
@j ũi
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Gaussian surface temperature 
distribution

Geostrophic forcing Ug=1 m/s Geostrophic forcing Ug=15 m/s
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[1] Salesky, S.T., Chamecki, M. & Bou-Zeid, E., 2016. On the Nature of the Transition Between Roll and Cellular Organization in the Convective Boundary Layer. Boundary-Layer Meteorology, pp.1–28. 
[2] Margairaz F., Calaf M, Manuscript in preparation

Effect of the surface temperature on the CBL
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Evolution of the flow through a wind farm

[1] V. Sharma, G. Cortina, F. Margairaz, M.B. Parlange, M. Calaf  Evolution of flow characteristics through finite-sized wind farms and influence of turbine arrangement submitted

Mean wind velocity for the finite-size wind-farm Schematic representation of the base case wind farm 
configuration 
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Pencil decomposition

[1] Li, N. & Laizet, S., 2010. 2DECOMP & FFT-A Highly Scalable 2D Decomposition Library and FFT Interface. Cray User Group 2010 conference, pp.1–13.

2DECOMP & FFT library [1]

x

z
y

X-pencil

x

z
y

Y-pencil

x

z
y

Z-pencil

Here  the  boundary  type  0 represents  periodic  boundary 
conditions and type 1 represents homogeneous Neumann 
(or symmetric) conditions. As can be seen, as many as 12 
additional transpositions may be required for the pre- and 
post-processing  while  the  3D  Fast  Fourier  Transforms 
themselves (one forward and backward pair) contains only 
4  global  transpositions.  The  number  of  communication 
calls appears to be high. However, because FFT is such as 
a computational intensive algorithm, the actual benchmark 
results on three large problem sizes (1024^3, 2048^3 and 
4096^3) show that the communication cost is only a small 
proportion of the total runtime. 

It is possible to extend this solver to additional boundary 
conditions which would involve discrete sine transforms 
and quarter-wave transforms. 

8. Library Performance

8.1 FFT library performance

The  performance  of  a  distributed  FFT  library  is 
determined  by  both  the  computation  efficiency  of  the 
underlying  1D  FFT  algorithm  and  the  communication 
efficiency  of  the  data  transposition  algorithm.  Table  3 
shows the speed-up that this library can achieve over the 
serial  runs  using  FFTW's  3D FFT interface.  The times 
reported (in seconds) are for forward c2c transforms and 
all  the  transforms  were  planned  using 
FFTW_ESTIMATE.

N^3 Serial FFTW Distributed FFT

plan execution 16-core 64-core 256-core

64^3 0.359 0.00509 0.00222 * *

128^3 1.98 0.0525 0.0223 0.00576 0.00397

256^3 8.03 0.551 0.179 0.0505 0.0138

512^3 37.5 5.38 1.74 0.536 0.249

1024^3 # # - 4.59 1.27

2048^3 # # - - 17.9

Table 3: Serial vs. distributed performance of the FFT 
interface

It can be seen that due to the communication cost, the 
absolute speed-up over the serial library isn't great (only 
about 20-40 times on 256 cores).  However,  the parallel 
library does allow much larger problems to be computed 
efficiently.  In particular, for smaller core count (16 and 

64), each time the problem size is increased by 8 times, 
the computing time increases by 8-10 times, following the 
trend of the underlying serial library very well.

Large-scale parallel  scaling benchmarks of the FFT 
interface  were  done  on  HECToR  and  Jaguar,  using 
problem size up to 8192^3 . The timing results presented 
here are the time spent to compute a pair of forward and 
backward transforms on a  random signal,  both c2c  and 
r2c/c2r.  The  underlying  FFT  engine  is  version  4.3  of 
ACML  FFT.  In  all  cases,  the  original  signals  were 
recovered  to  machine  accuracy  after  the  backward 
transforms - a good validation for the library itself. Up to 
16384 cores were used on HECToR and each case was 
repeated 3 times and the fastest results were recorded. On 
Jaguar, the world No. 1 system at the moment, fewer but 
larger  tests  were  arranged  using  up  to  131072  cores. 
Please  note  that  runtime  does  vary  a  lot  for 
communication  intensive  jobs  on  busy  production 
systems. 

It  can be seen that  the FFT interface scales  almost 
perfectly on HECToR for all the tests done. As expected, 
the  r2c/c2r  transforms  are  nearly  twice  as  fast  as  the 
corresponding c2c ones. On Jaguar, the scaling is less than 
perfect for larger core counts but the efficiency is still at a 
respectable  81% for  the  largest  test.  For  one  particular 
problem  size,   16384-core  job  on  the  4096^3  mesh, 
Jaguar took twice as much time to run. This is no surprise. 
While HECToR has quad-core processors at the moment, 
Jaguar  has  two  6-core  chips  built  on  each  node.  The 
problems  set  up  for  these  benchmarks  really  prefer  a 
power-of-2  core  count  to  run  efficiently  as  the 
communication network can be used in a balanced way. 
For example, a communicator with 4 members always sits 
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Figure 5: FFT library scaling on HECToR and Jaguar

Scaling of the library from [1]

on the same physical chip on HECToR XT4 when using 
the system's default SMP-style rank placement. This is not 
the case on either Jaguar or the 24-core HECToR phase 2b 
XT6 system currently being built.  

8.2 Practical advices

Application  performance  can  be  affected  by  many 
factors. For example, depending on the network hardware, 
the MPI library might prefer certain message size. Some 
runtime  tuning  through  system  environmental  variables 
can  often improve code performance.  Application users 
are encouraged to run tests before engaging in any large-
scale  simulations.  This  section  discusses  some 
performance  issues  which  are  known  to  affect  the 
behaviour of 2DECOMP&FFT.

The global transpositions and MPI_ALLTOALL type 
of communications are known to be very demanding for 
network  bandwidth.  So  it  is  almost  certain  that  large 
applications can run faster on multi-core chips if not using 
all  the  cores  from  each  physical  node.  This  may  also 
improve  the  computational  efficiency  due  to  improved 
memory bandwidth. Unfortunately this is rarely practical 
on most supercomputers where the resource charging is on 
per-node  basis.  Shared-memory  programming,  as 
discussed in Section 5, may improve the situation. 

Application users need to be aware that they have the 
freedom to  choose  the  shape  of  the  2D processor  grid 
Prow×Pcol when  using  this  library.  Depending  on  the 
hardware, in particular the network layout, some processor 
grid option deliver much better performance than others. 
Application  users  are  highly  recommended  to  test  this 
issue before running large simulations. 

Fig.  6  shows the  performance of  a  test  application 
using 256 MPI  ranks  on  HECToR. It  can be  seen that 
subject to constraint max(Prow, Pcol) < min(nx, ny, nz) , Prow 

< < Pcol is the best possible combination for this particular 
hardware  (using  Torus  interconnection  network).  There 
are several technical reasons for such behaviour. First of 
all the hardware is equipped with quad-core processors (4-
way SMP). When Prow is smaller than or equal to 4, half of 
the MPI_ALLTOALLV communications are done entirely 
within physical nodes which can be very fast. Second, as 
the  communication  library  handles  ijk-ordered  arrays, 
larger nx/Prow leads to better use of system cache. Similar 
results were also reported by P3DFFT authors[7]. 

Please note however, that this result is by no mean 
representative.  In  fact  the  behaviour  is  also  highly 
dependent on the time-varying system workload and the 
size and shape of the global mesh, among other factors. 
An  auto-tuning  algorithm  may  be  included  in  a  future 
release to allow the best processor grid to be determined at 
runtime.

9. Application – Incompact3D 

This  project  concerns  the  development  of  a  unique 
research code  Incompact3D to make the best use of the 
recent unprecedented developments  in  HPC technology, 
and to improve our understanding of fluid turbulence. The 
Turbulence, Mixing and Flow Control group at Imperial 
College London has been working on cutting-edge energy 
problems for nearly a decade. One very recent example of 
a new flow concept originating from this group concerns 
turbulence  generated  by  multiscale/fractal  objects  (as 
shown  in  Fig.  7).  This  class  of  new  flow  concepts  is 
offering possibilities for brand-new flow solutions useful 
in industrial mixers, silent air-brakes, new ventilation and 
combustion  devices.  Many  wind  tunnel  measurements 
have been performed with impressive results[10][12]. To 
complement  these  experimental  results,  high-resolution 
simulations of multiscale generated flows are required in 
order to understand the underlying physics. These are very 
large-scale  billion-mesh  simulations  that  demand 
significant  software  development  in  order  to  use  the 
supercomputing facilities available. 
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Figure 6: Communication library performance 
dependency on the shape of the processor grid.


