
What	is	Performance	Portability..?		
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“Same	code	will	run	
produc.vely	on	a	variety	of	

architectures”[1]	

“ability	to	achieve	a	similar	high	
frac.on	of	peak	performance	
across	target	architectures”	[4]	

“maximizing	the	amount	of	user	code	that	can	run	
on	diverse	devices	and	obtain	(nearly	the)	same	
performance	as	a	variant	of	the	code	that	is	
wri9en	specifically	for	that	device”	[3]	

“applicaBon’s	performance	efficiency	
for	a	given	plaDorm	that	can	be	
executed	correctly	on	all	plaDorms	in	
given	set”	[5]	

“achieving	good	performance	on	all	the	
plaDorms	without	code	
modifica.on”	[6]	



What	is	performance	portability	and	why	should	
we	care?		
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Figure	source:	Herb	SuIer,	Welcome	to	the	Jungle	[2]			



How	to	measure	performance	portability	of	a	
code?	
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Ques@ons	Ques@ons..		
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Given	a	code:		
q  How	to	measure/predict	its	performance	portability		

ü  	across	similar	architectures	(e.g.	set	of	CPUs)	
ü  	across	dissimilar	architectures	(e.g.	set	of	CPUs	and	GPUs)	

q  What	makes	a	code	MORE	or	LESS	performance	portable	than	others?		
	Code	structures,	data	layout,	looping	order,	i/p	dataset	type	or	size…	
	

q OpBmal		performance	on	one	plaDorm	vs	sub-opBmal	yet	similar	
performance	on	mulBple	plaDorms?		

q Single	source	code	vs	different	versions	of	source	code?	

		
	
	



Exploring	performance	portability	through	Roofline	
Model	
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•  Cholesky	(linear	algebra)	performance	by	changing	block	size	
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Cholesky	SP	performance	on	IVY	
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Cholesky	SP	performance	on	KNL	
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Ivy	Bridge	(IVY)	 Intel	Xeon	CPU	E7-4860	v2	@	2.60GHz,	96	core	(12	x	2	x4	),	32	kB	L1,	256	KB	L2,	30	MB	L3	

Knights	Landing	(KNL)	 Intel	Xeon	Phi(TM)	CPU	7210	@	1.30GHz,	256	cores	(64x4x1),		32kB	L1,	1024	kB	L2	



Tes@ng	exis@ng	defini@ons	and	metrics	
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q  Similar	percentage	of	peak	(architectural	efficiency)	across	different	architectures	[4]	
§  number	of	threads:	max	/opBmal?	
§  Architectures	with	higher	peak,	more	Gflops	performance	but	smaller	%age	of	peak?	

q  Performance	portability	(from	base	to	target)	on	n	nodes	the	percentage	of	speedup	of	
an	applicaBon	on	a	target	system,	Stn,	w.r.t	to	the	speedup	on	the	base	system,	Sbn	[6]	
§  Number	of	threads:	Same/Max/OpBmal?			
§  Scalability	reflecBve	of	absolute	performance?		

q  	Performance	efficiency	(mean	of	architectural	efficiency/applicaBon	efficiency)	across	a	
set	of	architectures	[5]	

		
	
	



Tes@ng	exis@ng	defini@ons	and	metrics	
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Cholesky	Factoriza@on	(linear	algebra)	code	from	PLASMA	library	
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SandyBridge	(sandy)	 Intel	Xeon	E5-2650	,	16	cores	(16x1x1),	L1:	32kB,	L2:	256KB,	L3:	20MB		

AMD	 Opteron	6272,	32	cores	(8x2x2),	L1:	16kB,	L2:	2048kB,	L3,	6MB	
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