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Applications exhibit dynamic behaviour 

• Changing resource requirements

• Computational characteristics

• Changing load on processors over time

READEX creates a tools-aided methodology for automatic tuning of parallel applications

= dynamically adjust system parameters to actual resource requirements 



Parameters tuning
• Hardware parameters - CPU core frequency, uncore frequency

• System software parameters - number of OpenMP threads, thread placement

• Application-level parameters - depends on the specific application

• Static tuning, Inter-phase dynamic tuning, Intra-phase dynamic tuning

• Running Average Power Limit (RAPL) interface

• High Definition Energy Efficiency Monitoring (HDEEM) system

• ARM Jetson TX1 energy measurement interface
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Energy measurement



Tuning tools

• Score-P

• Periscope Tuning Framework

• READEX Runtime Library

• MERIC library

• RADAR generator

MERIC instrumentation:
MPI_Init(&argc, &argv);

MERIC_Init();

...

MERIC_MeasureStart("RegionA");

...

MERIC_MeasureStop();

...

MERIC_Close();

MPI_Finalize();

1
• Identification of significant regions

2
• Insertion of MERIC probes

3
• Compilation of MERIC and a user code

4
• Setting MERIC parameters

5
• Running complete energy measurement

6
• Processing the results

7
• Dynamic tuning
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Example results - ESPRESO

3

orange regions are called 
just once per iteration and 
therefore are used only for 

intra-phase dynamism 
evaluation

green regions 
denotes 

iterative solver 
(conjugate 

gradient (CG)) 
and provides 

opportunity for 
inter-phase 
dynamism

regions with names 
highlighted in bold are 

called only if Hybrid 
Total FETI method is 

used

white regions 
are ignored 
because there 
are other 
significant 
regions nested 
in them

…

ESPRESO: 12.3% + 9.1% = 20.3%

• Structural mechanics code 

• Finite element + sparse FETI solver 

static dynamic total
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Example results - OpenFOAM

OpenFOAM: 15.9% + 1.8% = 17.4% energy savings

• Computational fluid dynamics 

• Finite volume + multigrid solver 

static dynamic total
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Other results

• Evaluation of HPC codes ranging 
from basic kernels to very 
complex applications

• Key results
• Highly optimized applications 

tend to provide higher static 
and lower dynamic savings

• Complex applications, such 
as ESPRESO, which 
contains variation on 
workload (not only compute) 
shows opportunity for 
dynamic tuning
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