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Motivation 

• Showed faster convergence to same solution by 

reducing communication systematically 

• Can save energy due to communication as well, 

however hard to quantify! 

• Can be applied to parallel graph algorithms and 

parallel machine learning 

Summary 

Main Idea 

• Communication is a time and energy intensive 

operation compared to computation in large 

clusters 

 

Simulations 

• Events of communication only known by sender, not 

by receiver 

 

 

 

 

 

 

 

Implementation 

• Event-triggered communication is compared with 

periodic communication (where communication 

happens with a period) 

• Event-triggered communication saves simulation 

time compared to periodic communication 

 

 

 

 

 

 
• Event-triggered communication scales better 

• Choosing threshold for event-triggered 

communication is challenging 

 

 

 
 

 

 

 

 

 

 

• Can be generalized to Schwarz methods in a 

domain decomposition framework 

Extensions 

• Do local communication (halo exchange) in events 

only when value changes by some threshold, 

otherwise keep using last communicated values 

 

 

 

 

 

 

 

 

 

 

 

• Due to lesser communication, numerical scheme 

may take more iterations to converge. However, 

some iterations do not involve communication, 

leading to overall savings in time 

 

• Similar to asynchronous communication but saves 

energy as well 

 

• Use tools from systems and control theory to show 

convergence asymptotically  

 

 

MPI Put 

Sender PE knows 

when to send 
Receiver PE not 

involved 

Periodic Communication Event-Triggered Communication 

MPI Send 

Sender PE knows 

when to send 

Receiver PE knows 

when to receive 

MPI Recv 

Adaptive Threshold Adaptive Threshold with 

extrapolation 

Rectangular domain in processor 

2 solved by any local solver 

Circular domain in processor 

1 solved by any local solver 

Overlap region involving communication 

which can be event-triggered 

MPI One-sided communication 

MPI Two-sided communication 

Courtesy: http://web.eecs.utk.edu/~huangj/hpc/hpc_intro.php  
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