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Performance analysis steps

§ 0.0 Reference preparation for validation

§ 1.0 Program instrumentation
§ 1.1 Summary measurement collection
§ 1.2 Summary analysis report examination

§ 2.0 Summary experiment scoring
§ 2.1 Summary measurement collection with filtering

§ 3.0 Trace measurement with filtering
§ 3.1 Event trace examination & analysis
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BT-MZ trace measurement collection
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§ Re-run measurement with 
new filter configuration 
and memory requirements

§ Submit new job
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% cd bin.scorep
% cp ../jobscript/bridges2/scalasca.sbatch.C.8 .
% less scalasca.sbatch.C.8
…

# Score-P measurement configuration
export SCOREP_FILTERING_FILE=../config/scorep.filt
export SCOREP_TOTAL_MEMORY=95M

scalasca -analyze -t mpirun \
“--map-by ppr:$TASKS_PER_SOCKET:socket:pe=$SLURM_CPUS_PER_TASK \
-n $SLURM_NTASKS” $EXE

% sbatch scalasca.sbatch.C.8
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BT-MZ trace measurement analysis

§ Continues with 
automatic (parallel) 
analysis of trace files
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SCOUT   (Scalasca 2.6)
Copyright (c) 1998-2021 Forschungszentrum Juelich GmbH
Copyright (c) 2014-2021 RWTH Aachen University
Copyright (c) 2009-2014 German Research School for Simulation Sciences GmbH

Analyzing experiment archive ./scorep_bt-mz_C_8x6_trace/traces.otf2

Opening experiment archive ... done (0.002s).
Reading definition data    ... done (0.003s).
Reading event trace data   ... done (0.463s).
Preprocessing ... done (0.339s).
Analyzing trace data       ... done (8.563s).
Writing analysis report    ... done (0.199s).

Max. memory usage         : 1071.035MB

Total processing time     : 9.666s Memory required for trace 
analysis typically several 
times size of trace files
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BT-MZ trace analysis report examination

§ Creates experiment directory
§ The analysis report that was 

collated after measurement 
(profile.cubex)

§ A trace analysis was performed 
after the measurement 
(scout.cubex)

§ The post-processing derives 
additional metrics and generates a 
structured metric hierarchy with 
square -F -s 
(scalasca -examine -F -s)
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% ls
…
scalasca.sbatch.C.8 trace-C.8-<jobid>.err
trace-C.8-<jobid>.out   scorep_bt-mz_C_8x6_trace/

% ls scorep_bt-mz_C_8x6_trace/
scorep.filt scorep.cfg scorep.log profile.cubex
traces/ traces.def trace.stat scout.cubex
scout.err scout.log

% square –F -s scalasca_bt-mz_C_8x6_trace/
INFO: Post-processing runtime summarization report...
INFO: Post-processing trace analysis report...
…
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BT-MZ trace analysis report examination (cont.)

§ Postprocessing
§ Provides scoring report 

(scorep.score)
§ Creates additional metrics and 

generates a structured metric 
hierarchy for with profile 
(summary.cubex) and trace 
analysis metrics (trace.cubex)

§ Interactive exploration with 
CUBE

18

% ls scorep_bt-mz_C_8x6_trace/
scorep.filt scorep.cfg
traces/ traces.def
profile.cubex traces.otf2
scorep.log trace.stat
scout.cubex scout.err
scout.log summary.cubex
trace.cubex scorep.score

% cube scorep_bt-mz_C_8x6_trace/trace.cubex

[cube GUI showing trace analysis report]
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Hint:
Copy ‘*.cubex’ to your laptop using 
‘scp’ to improve responsiveness of 
GUI
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Post-processed trace analysis report
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Additional trace-based
metrics in metric hierarchy
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Online metric description

20

Access online metric 
description via context 
menu
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Online metric description
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Critical-path analysis

22

Critical-path profile shows 
wall-clock time impact
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Critical-path analysis

23

Critical-path imbalance 
highlights inefficient
parallelism
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Pattern instance statistics
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Access pattern instance
statistics via context menu

Click to get
statistics details
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Scalasca:
Reference material
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Scalasca command – One command for (almost) everything

§ The ‘scalasca -instrument’ command is deprecated and only provided for backwards 
compatibility with Scalasca 1.x., recommended: use Score-P instrumenter directly

26

% scalasca
Scalasca 2.3.1
Toolset for scalable performance analysis of large-scale parallel applications
usage: scalasca [OPTION]... ACTION <argument>...

1. prepare application objects and executable for measurement:
scalasca -instrument <compile-or-link-command> # skin (using scorep)

2. run application under control of measurement system:
scalasca -analyze <application-launch-command> # scan

3. interactively explore measurement analysis report:
scalasca -examine <experiment-archive|report>  # square

Options:
-c, --show-config show configuration summary and exit
-h, --help            show this help and exit
-n, --dry-run         show actions without taking them

--quickref show quick reference guide and exit
--remap-specfile show path to remapper specification file and exit

-v, --verbose         enable verbose commentary
-V, --version         show version information and exit
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Scalasca compatibility command: skin / scalasca -instrument

§ Scalasca application instrumenter
§ Provides compatibility with Scalasca 1.x
§ Deprecated! Use Score-P instrumenter directly.

27

% skin
Scalasca 2.3.1: application instrumenter (using Score-P instrumenter)
usage: skin [-v] [-comp] [-pdt] [-pomp] [-user] [--*] <compile-or-link-command>

-comp={all|none|...}: routines to be instrumented by compiler [default: all]
(... custom instrumentation specification depends on compiler)

-pdt:  process source files with PDT/TAU instrumenter
-pomp: process source files for POMP directives
-user: enable EPIK user instrumentation API macros in source code
-v:    enable verbose commentary when instrumenting

--*:   options to pass to Score-P instrumenter
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Scalasca convenience command: scan / scalasca -analyze

§ Scalasca measurement collection & analysis nexus
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% scan
Scalasca 2.3.1: measurement collection & analysis nexus
usage: scan {options} [launchcmd [launchargs]] target [targetargs]

where {options} may include:
-h    Help: show this brief usage message and exit.
-v    Verbose: increase verbosity.
-n    Preview: show command(s) to be launched but don't execute.
-q    Quiescent: execution with neither summarization nor tracing.
-s    Summary: enable runtime summarization. [Default]
-t    Tracing: enable trace collection and analysis.
-a    Analyze: skip measurement to (re-)analyze an existing trace.
-e exptdir : Experiment archive to generate and/or analyze.

(overrides default experiment archive title)
-f filtfile : File specifying measurement filter.
-l lockfile : File that blocks start of measurement.
-m metrics   : Metric specification for measurement.
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Scalasca advanced command: 
scout - Scalasca automatic trace analyzer

§ Provided in serial (.ser), OpenMP (.omp), MPI (.mpi) and MPI+OpenMP (.hyb) variants

29

% scout.hyb --help
SCOUT   Copyright (c) 1998-2016 Forschungszentrum Juelich GmbH

Copyright (c) 2009-2014 German Research School for Simulation
Sciences GmbH

Usage: <launchcmd> scout.hyb [OPTION]... <ANCHORFILE | EPIK DIRECTORY>
Options:

--statistics       Enables instance tracking and statistics [default]
--no-statistics    Disables instance tracking and statistics
--critical-path    Enables critical-path analysis [default]
--no-critical-path Disables critical-path analysis
--rootcause Enables root-cause analysis [default]
--no-rootcause Disables root-cause analysis
--single-pass      Single-pass forward analysis only
--time-correct     Enables enhanced timestamp correction
--no-time-correct  Disables enhanced timestamp correction [default]
--verbose, -v      Increase verbosity
--help             Display this information and exit

IHPCSS23 - PERFORMANCE ANALYSIS AND OPTIMIZATION



VIRTUAL INSTITUTE – HIGH PRODUCTIVITY SUPERCOMPUTING

Scalasca advanced command: clc_synchronize

§ Scalasca trace event timestamp consistency correction

§ Provided in MPI (.mpi) and MPI+OpenMP (.hyb) variants
§ Takes as input a trace experiment archive where the events may have timestamp inconsistencies

§ E.g., multi-node measurements on systems without adequately synchronized clocks on each compute node
§ Generates a new experiment archive (always called ./clc_sync) containing a trace with event

timestamp inconsistencies resolved
§ E.g., suitable for detailed examination with a time-line visualizer

30

Usage: <launchcmd> clc_synchronize.hyb <ANCHORFILE | EPIK_DIRECTORY>
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Scalasca convenience command: square / scalasca -examine

§ Scalasca analysis report explorer (Cube)
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% square
Scalasca 2.3.1: analysis report explorer
usage: square [-v] [-s] [-f filtfile] [-F] <experiment archive | cube file>

-c <none | quick | full> : Level of sanity checks for newly created reports
-F                       : Force remapping of already existing reports
-f filtfile : Use specified filter file when doing scoring
-s                       : Skip display and output textual score report
-v                       : Enable verbose mode
-n                       : Do not include idle thread metric
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Automatic measurement configuration

§ scan configures Score-P measurement by automatically setting some environment
variables and exporting them
§ E.g., experiment title, profiling/tracing mode, filter file, …
§ Precedence order:

§ Command-line arguments
§ Environment variables already set
§ Automatically determined values

§ Also, scan includes consistency checks and prevents corrupting existing experiment
directories

§ For tracing experiments, after trace collection completes then automatic parallel trace 
analysis is initiated
§ Uses identical launch configuration to that used for measurement (i.e., the same allocated compute 

resources)
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Further information

Scalable performance analysis
of large-scale parallel applications
§ Toolset for scalable performance measurement & analysis of MPI, OpenMP & hybrid parallel 

applications
§ Supporting most popular HPC computer systems
§ Available under 3-clause BSD open-source license
§ Sources, documentation & publications:

§http://www.scalasca.org
§mailto: scalasca@fz-juelich.de
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